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1. The equations of motion of an impulsive follow-up system, for which
the control signal vanishes during the pause, can be represented for
sufficiently small values of the time constants of the control circuits
in the following form:

=Y =0, Yo+ 2eyy = pk?[z(t) — y1 + g )] (1.0
Here
1 for St <t <9t 411 ¢
zf»=={ . (9 =[?D (1.2)
0 for r+m<t<(dLi

¥, is the generalized coordinate of the follow-up system, x(t) is the
law of motion which the follow-up system must reproduce, r is the period
of alternation, r, is the working interval, r, = r ~ 7, is the pause,
q(t) is the additional signal to be given at the entry of the follow-up
system for its accelerated adjustment, and # is the integral part of t/r.

Consider the problem[1] of selecting the law of variation of the
function g(t) with respect to the time t in such a way that at the in-

stant t = T} the adjustment of the follow-up system would occur, i.e. the
relations

¥:(Ty) =0, Y2 (T1) =0 (1.3)
would hold.

We shall assume that x(¢) = 0 during the time of adjustment and that
g(t) is a step-function which preserves its values in time intervals
which are multiples of the alternating period r.

In order to investigate the motion of the follow-up system under con-
sideration it is appropriate to pass from the system of differential
equations (1.1) to a system of difference equations. The latter can be
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obtained by connecting the values y, and y, at the end and the beginning
of one period of alternation. So, for the first period of alternation
during the working interval 0 < t < 7, the differential equations

Y1—Y2 =0,  y- 2ey, + k%, = k¢ (0) (1.4)
hold.

Corresponding to Equations (1.4) the law of motion of the system during
the working interval will be the following:

yi(t) = % [y2 (0) + ey, (0) — =g (0)] e—¢¢ sin ot - (1.5)

+ [y1(0) — g (0)] e=%! cos wit + ¢ (0), 0= VE—a
k2 k2 . ) O<t<<m)
Y2 (1) = y2 (0) e~*t cos ot + [—m‘ q(0)— o 0)— Y (0)] et sin wt

At the end of the working interval the functions y, and y, will assume
the following values:

v

Y2 () = (%2 92) 11 (0) + 2 9,(0) + (1— 25— ) g (0) (1.6)

Vlkz gvy vi k2

ya (1) = — 251 (0) + (% — )1 (0) + 2= (0)

where
v; = e~ %1sin oy, vy = €7ET1C08 0T, (1.7)

During the pause 7| < t <r the differential equations of motion
according to (1.1) will have the form
Yy1—ys =0, Yo 4 28y, =0 (1.8)

The law of motion of the system during the pause will be the following:

1 2e{l—t
y1i(t) = y1 () + 5 Yo (t1) [1—e220==], g, ()=ya (1) 720" (n;eCr) (1.9)
At the end of the pause, i.e. at the instant t = r, the functions y,
and y, will have the following values:

'1—-—\13

y1(0) = ys (20) + 5. Y2 (t1), - Y2 (7) = vy (t1), vp=e%% (1.10)

Substituting into the expressions (1.10) the values y,(r;) and y,(r,)
from (1.6) we obtain

Y1(7) = —any; (0) — apy2(0) - (1 + an) g (0) (1.11)
Y2 () = — 3191 (0) — a2y (0) + a5, ¢ (0)

where
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ev vik? 4l —w vg k2
ay = — ( — v 2—IT 5e 3)7 a21=v——1:)
alz——[ +1——v3( ‘—‘e:,—l)], ‘122:—"\’3(\‘2'—%}) (1.12)

The relations (1.11) connect the values of the functions y, and y, at
the end and the beginning of the first period of alternation. Obviously,
analogous relations will hold for any (nth) period of alternation

Y1 ((n 4 1) 1) + ayy: (nt) 4 ays (n) = (1 + ayy) g (n7) (1.13)
Yo ((n 4 1) 1) + any: (n7) + ageye (n7) = a5, g (n7) '

Equations (1.13) represent the difference equations which describe
the motion of the considered impulsive follow-up system

-

where T is the anticipation operator determined by the relation

Introducing the matrices

T +an a1z
as; T+ ax

Y

" (1.14)

/(T) =

b=”1+au

Qay

T yx = yi (2 -+ s7)
we obtain the matrix difference equation

HT)y () =bq (1) (1.15)
which is equivalent to the system of scalar difference equations (1.13).

Assume that the elements y, and y, of the matrix y in the time inter-
val 0 < t < r coincide with y,*(¢) and ¥,*(t) determined by the ex-
pressions (1.5) and (1.9):

y () ==y (1) O<t<T) (1.16)

Under these conditions the solution of the matrix difference equation
(1.15) can be constructed by means of the methods of the operational
calculus. Letting

E(p)>q(), N(p) >y (1) (1.17)

and taking into account that

T

Ty, <-eP [n,(p) —a,(P)], ai(p)=p g y, e ?tdt =12 (1.18)
0

we obtain for the matrix equation (1.16) the following image equation:
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() m(p) — v (p) = bE(p) (1.19)
where
e aw=[20] w20

From Equation (1.19) we find

F+ F{p)b !
() =y DYLE. . FDE () (1.21)

where F(y) is the adjoint matrix of the matrix f(y):

F(y)=
and Aly) is the determinant of the matrix f(y):

A(y) =%+ (@ -+ 222) ¥ + G11822 — C1a09; = (f—1)(x—12) (1.22)

— @ax Y+ean

l 1+ ase —ags

Denote by M(t) and L(t) the originals of the following images:

F(pa(n) . _pnFb.
A{,r) 'T"M(t)r (T i) A (T) P’ L(“’] (123)
Since
Fiya(@ _ F() _yalp) F1a) tap) A
A(T) N—7 T—" + Te—T1 T2 (1.24)
%‘-‘i—f‘“—%—a Y (t—9) 72 (1.25)

where y*(t - & r) is a periodic function of period r, then

F F . .
M () = [0 o 4 S0, [y e —99) (1.26)
{ 2 T
Analogously
_nFfme _ Fmby—1 , F(p)b y—1
(r—1 A(Y) N Ta YT Ya—T1 T—7Ye (1.27
_Flb s, Flrdd o
Lm_ﬁ—m“ +,m_Yi 13 (1.28)

As seen from (1.28), L(¢) is a step-function. According to the assump-
tion made above the function g(t) is also a step-function. Then, on the
basis of a theorem on the multiplication of the images of step-functions,
we obtain

8
F{y)b - o S 1.29)
Ay SP) E}LG‘W j9g 0t —1) (1.29
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Thus, the solution of the matrix difference equation (1.15), satisfy-
ing the condition (1.16), has the following form:

5
y(t) = [ (11) 0+ F (%2) ‘rzs]y‘(t—'g‘f)"i‘ MNLBt—j7)g(jr—1) (1.30)

— 1 —
Ti— Y2 Te— "1 =1

The elements of the matrix y(t) are

19 (Yl)

) = [0 ¢ — 99) T2 90 e+ [Ty -0y 4

4 Fult) ;-(t_ar)]xze+2Li(%f—fr)q(fr—r) (=12 (1.31)
ERChRt i=1

In order that at the instant t = T} = §,7 the follow-up system be
adjusted, i.e. the relations (1.3)

y.1(T1) =0, Y2 (Ty) =0

hold, the following conditions which can be obtained by means of (1.31),

i L (%it—j7)q(jr—7) =Ri(Ty) (i=1,2) (1.32)
must hold, where
Ry = — [0y 0 4 22 )] o —
[y 0 4 2y )]t =12 (133)

Decompose the interval (0, T;) into two intervals (0, j,r) and (j,r,
T,) and assume that the function g(t) is a step-function which preserves
its values in these time intervals. Denote these values by q(0) and
q(t,), respectively. The relations (1.32) then assume the form

@ g (0) + ¢V g (t;) = Ri(T,) (i=1,2) (1.34)
where
it 5
@ =N Li(®r—j7),  P= N L®r—jr) (=12 (135
j=1 J=irtl

From Equations (1.35) we obtain

A .
e0)=3, gty =5 (1.36)
where
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A Ri(Ty) oY A0 Ry(Ty) A0 o
- - - 1.37
Sl @ T ra @ o (43D

The expressions (1.36) determine the law according to which g¢{t) must
be varied in order that at the instant ¢t = T, the follow-up system be
adjusted.

2. Suppose that the strengthening coefficient of the follow-up system
varies with time. Then the coefficient k? entering into Equations (1.1)
will be a certain function of the time

k2 = % (1) (2.1)

We shall assume that x{¢) is a step-function, the width of the steps
being equal to the period of alternation of the follow-up system.

Then during each separate period of alternation the differential
equations {(1.4) and (1.8) will have constant coefficients while the para-
meters @, v,, 110 G120 %21 and g9, determined by the expressions
(1.7) and (1 12? will be certain functions of the time which will be
determined provided that the function x(t) is given.

The system of difference equations (1.13) in the given case can be
represented by the following matrix difference equation:

Ty +a(yy =0 (2.2)
where
]! an (t)  a{f) | _jii+en @le(®

=1 | o=y e EIOR R | ed

The solution of Equation (2.2) has the following form:
(2.4)

s

yO)=0@Q)0 ¢ —d)y (¢t —9) + 29 WMot —3t -+ Q@ —9rtjr—1)

i=1
where 6(t) is a square matrix, the columns of which are linearly inde-
pendent solutions of the homogeneous matrix equation

Iy+a)y=0 (2.5
The matrix 8~ 1(¢) is the inverse matrix of 8(t).

In the expression (2.4) the second term vanishes in the interval 0 <
t < r. Therefore, according to (2.4)

y@O =y O<t<) (2.6)
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holds, where y*(¢) is a matrix, the elements of which in the interval
0 <t <r are determined by the expressions (1.5) and (1.9).

Denoting by N(¢, jr ) a matrix function of weight
N (2, jx) = 8 (2) 67 (¢ — S + /=) 2.7)
the solution (2.4) can be put in the form
s
yO =N 0)y ¢ —9)+ 3 N, j1)Q(t—9%+jt—1) (2.8)

j=1
The elements of the matrix y(t) according to (2.8) have the form

2.9)
2 2 h: 3
y;(0) = M Nue(t, Oy, (¢ —37) + D) M N (€, jo) Qu (t — ¥+ j7 — 1) (i=1,2)
=1 k==1j==1

Substituting the values Q, given by (2.3) we can reduce the expres-
sions (2,9) to the following form:

(2.10)
2 &
Y ) = 3 N (t, Oy ¢ —3) + DI Wit, gt —Bc+j1—1) (=12

k=1 i=1
where
Wilt, j2) =Nyt jll +an(t—dc+jr—1)]
4 Nip(t, jryagn (— 31+ jr—1) (i=1,2) (2.11)

At the instant t = T} = 9,r the expressions (2.10) assume the form

2 8y
Yo (T2) = ) Nu (T, 0) g™ (0) + MNWilTy, j9) g (jr—7) (=12 (2.12)

k=1 i=1

where according to (2.11) we have
(2.13)

Wi(Ty, j9)=Nu(T , it +ay(r—1)]+ Nioo(Ty, Jr)ag, (Ji—1) (i1, 23

In order that at the instant ¢t = T, the follow-up system be adjusted,
i.e. the relations (1.3),

y (T =0, y2(T1) =0

hold, the following conditions must be satisfied:

&
SIWi(Ty, 77 q(j=— 1) = Ri'(T1), (1,2 (214

=1
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where
2
R (Ty) = — D Nu(Ty, 0)yi™(0) (2.17)
k=1

Decomposing as above the time interval (0, T,) into two intervals
0, j,r) and (j,r, T}), and assuming q(t) to be a step-function, the
values of which in these intervals are q(0) and g(t,), respectively, we
can reduce Equations (2.14) to the form

50 q(0) + sV g (ty) = R (T) (i=1,2) (2.16)
where

it 8,
SO = NWi(Ty, jo),  sW= B Wy(Ty, j5) =12 (217

i=1 =il

Thus, the values of g(0) and q(¢;) will be

Ayt Ao*
q(0) =4+, q(th) = 5= (2.18)
where
. Rl‘(Tl) Sl(l) A . 51(0) th (Tl) . 81(0) (1) i ) 1()
1 Rz‘(Tl) 32(1) 2 32(0) R‘z’ (Tl) ’ - 32(0 (1) ( )

Calculat,mg the quantities (2.18), the functions N, (Tl, jir) G, k=
1, 2), occurring in the expressions (2 13) and representmg for a fixed
value ¢t = T, the elements of a matrix function of weight N(t, jr ), are
assumed to be known in the interval 0 < ¢t < T, = 7. Analogously are
assumed to be known the quantities N, (T, O)ii, k = 1, 2), occurring in
the expressions (2.15) and representing for ¢ = Tl, = 0 the values of
the elements of a matrix function of weight N(¢, jr )

From the results obtained in the paper [2 ] it follows that

Ny (Ty, j1) =Y (J7) k=1, 2) (2.20)

where Y, are the solutions of the conjugate system of difference equa-
tions

Yi®)+an®Y (¢ +1) Fau @Y (¢ +1)=0

- . (2.21)
Vo) +an(®) Y1t + )+ an@®Ya(t+7) =0

constructed for the system of difference equations (2.2), and satisfying
in the interval 8 r < t < (8; + 1)r the conditions
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Yiy=1, Y, (t)=0 (2.22)
Analogously

Now (T1, 1) = Yi' (j7) k=1, 2) (2.23)

where ¥,*(jr ) are the solutions of the system of difference equations
(2.21), satisfying in the interval 8;r < t < (#; + 1)r the conditions

Y, () =0, Ya(t) =1 (2.24)

3. As an example, consider an impulsive follow-up system with the
following parameters:

£ = 5.275 sec, k2= 7500 sec?, 1= 0.01sec, y=0.038ec

The time interval during which the follow-up system must be adjusted

is T, = 4r =0.16 sec. The initial deviations are ¥;(0) = 0.4, y,(0) =
20 sec™ !,

28 A

mi \5@ “ \\”‘*
\ L1\ w'\ N
; [ e [T NT Y

\ ag // v oG

o

% (I N\ > 4

FIG. 1. FIG. 2.

For j; = 2 the values of ¢(0) and ¢{(t,) are the following
g (0) = — 0.0504, g{t)) = —0.128

The process of adjustment of the follow-up system is represented by

the graphs of the functions yl(t) and yz(t} in Fig. 1. For the same data
but a variable strengthening coefficient

k2 = % (1) = 7500 -+ 10008

the values of q(0) and q(t;) are the following:
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g (0) = 0.0768, q{ty) = — 0.0619

The process of adjustment of the follow-up system for a variable
strengthening coefficient is represented by the graphs of the functions
y,(t) and y,(t) in Fig. 2.
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