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1. The equations of mution of sn impulsive follow-up system, for which 
the control signal vanishes during the pause, cau’be represented for 
sufficiently small values of the time constants of the control circuits 
in the following form: 

Here 

y1 is the generalized coordinate of the follow-up system, r(t) is the 
law of motion which the follow-up system must reproduce, r is the period 
of alternation, f 1 is the working interval, r 2 = r - r 1 is the pause, 
q(t) is the additional signal to be given at the entry of the follow-up 
systm for its accelerated adjustment, and 8 is the integral part of t/r, 

Consider the problem 111 of selecting the law of variation of the 
function q(t) with respect to the time t in such a way that at the in- 
stant t = TI the adjustment of the follow-up system would occur, i.e. the 
relations 

would hold. 

We shall assume that x(t) s 0 during the time of adjustment and that 
q(t) is a step-function which preserves its values in time intervals 
which are multiples of the alternating period r . 

In order to investigate the motion of the follow-up system under con- 
sideration it is appropriate to pass from the system of differential 
equations (1.1) to a system of difference equations. The latter cau be 
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obtained by connecting the values y1 and yr at the end and the beginning 
of one period of alternation. So, for the first period of alternation 

during the working interval 0 L t < r1 the differential equations 

hold. 

?L-Yyz = 0, Yz+2sy, + k2Y, = k2q(0) (1.4) 

Corresponding to Equations (l.4) the law of motion of the system during 

the working interval will be the following: 

yl(t) = +-[y2(0)+ eyl(0)- sq(0)]e-Etsinot + (2.5) 

+ [Yr(O) --4(O)l+ cosot + q(O), o = l//P- 82 
(O< t G(l) 

y2(t) = y2(0)e- Ef cos ot + [i q(0) - G y1 (0) - $ y, (0)] e--Et sin ot 

At the end of the working interval the functions y1 and yz will assume 

the following values: 

Ydr,)=(~+~2)Y,(0)+~y,(0)+(1+--_?.)q(0) (W 

Y2 Cd = - !$ Yl(0) + (VP - ;A) Y2 (0) + pgq (0) 

where 
v1 = e-ETlsinor,, v2 = e-E7~cosor 1 (l.i) 

During the pause r1 < t <r the differential equations of motion 

according to (1.1) will have the fonn 

;I-YY, = 0, y2 + zsy, = 0 (1.8) 

'Ihe law of motion of the system during the pause will be the following: 

Yr(t) = y,(Q+.& ~~(~~)[1-e-~E(~-71)1, y2(t)=y2(~.1)e--Ple(f--rt) (T~<~<T) (1.9) 

At the end of the pause, i.e. at the instant t = r, the functions y1 

and y2 will have the following values: 

Yl (7) = y1 (4 + 9 y2 (Q, . y2 (4 = Y3Y2 (-4, v3 = c2ETL (1.10) 

Substituting into the expressions (1.10) the values yl(r 1) and y,(r r) 
from (1.6) we obtain 

YI (7) = - ally, (0) - U12Y2 toI+ Cl + %I) 4 (0) 

Y2 (7) = - GlYl (0) - a22y2 (0) + 021 Q (0) 

(1.11) 

where 
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a12 = - E 5+- I---2 / 
.& \v2 - $ >I 9 

u22 = _v3(v2_g (i-12) 

The relations (1.11) connect the values of the functions y1 and y2 at 

the end and the beginning of the first period of alternation. Obviously, 

analogous relations will hold for any (nth) period of alternation 

Yl ((n -I- 1) 4 + c!h (nT) + %$/2 (n4 = (I+ ad 4 (nT) 

Y2 ((n + 117) + a21?I1(4 + a22ya @I = a21 q (4 

(1.13) 

Equations (1.13) represent the difference equations which describe 

the motion of the considered impulsive follow-up system 

Introducing the matrices 

f(T) =[I T + a11 

a21 

where T is the anticipation operator determined by the relation 

T* yl, = tj,+ (t -k ST) 

we obtain the matrix difference equation 

f(T)?/(t) = bq (t) 

which is equivalent to the system of scalar difference equations 

(1.14) 

(1.15) 

(l.13). 

Assume that the elements y1 and y2 of the matrix y in the time inter- 

val 0 < t < r coincide with y1 

pressions (1.5) and (1.9): 

*(t) and yZ*(t) determined by the ex- 

y(t) = Y’ Q> (0 d t d .c) (1.16)1 

Under these conditions the solution of the matrix difference equation 

(1.15) can be constructed by means of the methods of the operational 

calculus. betting 

r(P)++?/(t) (1.17) 

and taking into account that 

TYi ++epr IY~ (P> - ai (P)I, Cci (p) = p S yi* (t) tFpf dt (i = 132) (1.18) 

0 

we obtain for the matrix equation (1.16) the following image equation: 
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where 

(1.21) 

whereFfy1 is the adjoint matrix of the matrix f(y): 

and Afy9 is the determinant of the matrix f(y): 

A(7) = rz+ &-I-~z~)7 4 arl~aaz-~zas~ = (7 -7x)(7 -7s) (1.22) 

Denote by A!(t) and Aft) the originals of the following images: 

7 
fltr9 a (PI F h) ?‘a@) + F f7a) 7am 

A(7) = - 
-- 

71-753 r-71 72-71 7-7a 

7a@) 
7q+y'(t -wf" 

t 

ilmere y*jt - 9 t‘) is a periodic function of period 7, &en 

(1.28) 

As seen from (1,281, L(t) is a step-function. According to the ass-1 
tion made above the function q(t) is also a step-function. Tben, on the 
basis of a theorem on the multiplication of the images of step-functions, 
we obtain 

(1.29) 
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Thus, the solution of the matrix difference equation (l.lS), satisfy- 
ing the condition (l.16), has the following form: 

‘lhe elements of the matrix y(t) are 

In order that at the instant t = T, = 9,r the follow-up system 
adjusted, i.e. the relations (l.3) 

Yl v-1) = 09 Y2 (Tl) = 0 

be 

hold, the following conditions which can be obtained by means of (l.31), 

iLi(8iT_iT)q(iT-T) =Ri(Tr) 

must hold wherk=l t 

(i = i,2) (1.32) 

Ri (T,) = - [s2 y; (0) + g y,’ (O)] Q1- 

- Ey1.(0)+ c syC(O)]~~1 (i==W (1.33) 

Decompose the interval (0, T,) into two intervals (0, jlr) and (jlr, 
T,) and assume that the function q(t) is a step-function which preserves 
its values in these time intervals. Denote these values by q(O) and 

q(tl), respectively. The relations (1.32) then assume the form 

where 

c?’ q (0) + c?) q (tJ = Ri (T,) (i=l, 2) (1.34) 

CP' = $ Li (4,t - j7), &I = ~ 2 Li (a,7 - jz) 
j==l j=A+l 

From Equations (l.35) we obtain 

(i = 1, 2) (1.35) 

q(O)=$ q(t,) = $f (1.36) 

where 
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A, = 

The expressions (l.34) determine the law according to which q(tf must 
be varied in order that at the instant t = T, the follow-up system be 
adjusted. 

2. Suppose that the strengthening coefficient of the follow-up system 
varies with time. Ihen the coefficient k2 entering into Equations (l.l) 
will be a certain function of the time 

k2 = x(t) (2.1) 

We shall assnme that K(t) is a step-function, the width of the steps 
being equal to the period of alternation of the follow-up system. 

Then during each separate period of alternation the differential 
equations (1.4) and (l.8) will have constant coefficients while the para- 
meters w,vl, v , alI, a12* aql and azzr determined by the expressions 
(1.7) and (1.12$, will b e certain functions of the time which will be 
determined provided that the function rr(t) is given. 

'lhe system of difference equations (I.13) in the given case can be 
represented by the following matrix difference equation: 

Ty i- a (0 Y = Q (0 cw 
where 

'lhe solution of Equation (2.2) has the following form: 
(2.4) 

!i (t).= 8 (t) e-l(t - 8T) y* (t - 31) f $ e (t) @” (t - 9r + j+T) Q (t - $+T+-jT - T) 
$=I 

where e(t) is a square matrix, the columns of which are linearly inde- 
pendent solutions of the homogeneous matrix equation 

Ty+a(t)y==O (2.5) 

The matrix @- “(t) is the inverse matrix of O(t). 

In the expression (2.4) the second term vanishes in the interval 0 5 
t < r. Therefore, according to (2.4) 

Y(t) = y"(t) (QftdT) (2.6) 
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holds, where y*(t) is a matrix, the elements of which in the interval 
0 < t <r are determined by the expressions (1.5) and (1.9). 

Denoting by N(t, jr ) a matrix function of weight 

N(t, iT> = e(t) e-l@ - ST + iT) (2.7) 

the solution (2.4) can be put in the form 

TJ (t) = N (t, 0) y’(t -k) + i N (t, jT)Q(t - $2 f/T -T) (2.8) 

j-1 

Ihe elements of the matrix y(t) according to (2.8) have the form 

2 2 4 
(2.Y) 

yi (t) = 2 Nik (-f, 0) yk’ (t - 8T) i- 2 2 fj’ik (tv iT) Qk (t - 4% $ j’~ - T) (i= 1,Z) 

k=l k=lj=l 

Substituting the values Qk given by (2.3) we can reduce the expres- 
sions (2.9) to the following form: 

where 

At the instant t = Tl = 8 lr the expressions (2.10) assume the form 

&(T,) = i 1vik(y 11 0) y/i*(O) + 5 WiV,, iT)q(iT-5) (i :-= 1, 2) (2.12) 
k=l j=l 

where according to (2.11) we have 
(2.G) 

In order that at the instant t 
i.e. the relations (1.31, 

= Tl the follow-up system be adjusted, 

y1 (l’d = 0, yz (TI) = 0 

hold, the following conditions must be satisfied: 

$ql’,, jT)q(jT-T) -RKi*(T,), 
j=l 
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where 

k-1 

Decomposing as above the time interval (0, T,) into two intervals 

(0, jlr) and (jlr, T,), and assming q(t) to be a step-function, the 
values of which in these intervals are q(0) and q(t,), respectively, we 

can reduce Equations (2.14) to the form 

Sp'q(O) + Sp)Q(tl) = Ri’(Tl) (i=l, 2) (2.16) 
where 

SO’ = $Vi (T,, iT), &-!I) = * s Wi(Tl, i:) (i L 1,2) (2.17) 
j=l j=A+l 

‘Ihus, the values of q(O) and q(tl) will be 

where 

q (0) = +g+ , q(h) = +i- 

Calculating the quantities (2.18), the functions Nik(T,, j r ) (i, k = 
1, 2)) occurring in the eqressions (2.13) and representing for a fixed 

value t = T, the elements of a matrix function of weight N( t, jr 1, are 
ass-d to be known in the interval 0 < t < T = 8 1r. Analogously are 

assumed to be known the quantities ‘i~(T,, O)ti, k = 1, 2), occurring in 

the expressions (2.15) and representing for t = T,, j = 0 the values of 

the elements of a matrix function of weight N(t, jr ). 

From the results obtained in the paper [ 2 1 it follows that 

Nlk (T,, I+) = Yli (i4 

where Yh are the solutions _of the conjugate 

t ions 

(k=f, 2) (2.20) 

system of difference equa- 

y, (q + all(t) Yl ('t + T) -t_ cc2l(t)P,(t -I- 7) = 0 

Y, tt) + a12 (t) Y-1 (t + T) + Cl.&- (t) Y, (t + T) = 0 
(2.21) 

constructed for the system of difference equations (2.2), and satisfying 

in the interval 8rr < t < (4, + 1) r the conditions 
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Y,(f) = 1, Yg (t) = 0 (2.22) 

~s~o~~ly 

‘Yak (L i$ = yIc* (b) (k = 1, 2) (2.23) 

me Yk*(j r ) are the solutions of the system of difference equations 
(2;21), satisfying in the intervaf S,r < s Q (a1 + 11 r the conditions 

y, (8) = 0, Y, (1) = 5 (2.24) 

3, As BP example, consider an impulsive follow-up system with the 
following parametctrs: 

E = 5.275 set-1, k’ = 7500 sea-s* r~= O.Msec, lg = 0.03 set 

The time iatervsZ during which the follow-up ssstegl nrast be ad~ssted 
is TX - 4r 
20 set-1* 

=G,18 sec. The initial deviations are yl(G) = G-4. y2fG) = 

PIG. 1. FIG. 2. 

For iI = 2 the values of q(O) and qft,) are the ~c~~owing 

g (0) = - 0.0504, Q (&) = - 0. KC!& 

The p~oce8s of ad~ust~nt of the follow-up systa~ is ~apresented by 
the graphs of the functions y,(t) and y2( t) in Pig, I. For the same daLa 
but a variable strengthening coefficient 

iv =x~i~~7~~~1~~ 

the values of q(O) and q<t,) are the %llowing: 
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q (0) =: 0.0768, (1 (tl) = - 0.0619 

The process of adjustment of the follow-up system for a variable 
strengthening coefficient is represented by the graphs of the functions 
y,(t) and y,(t) in Fig. 2. 
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